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What is the compositionality?

Non-compositional Compositional

 reinvent wheel

 blue chip

 catch eye

 right wing

 beg question 

 short distance

 student learn

 answer questions

 olive oil

 lemon juice

“The meaning of the whole is less 

related to the meaning of the parts”
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ACL 2011 shared task

 People judgments  Data sets

 How to do it automatically?

Type compound Coarse Score

EN_V_OBJ beg question low 18

EN_V_OBJ pull plug low 21

EN_V_SUBJ company take medium 50

EN_ADJ_NN hard work medium 51

EN_ADJ_NN short distance high 97

EN_V_SUBJ student learn high 98
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What is the semantic space?

 Output of algorithms

 Words associated with vectors

 How to build a semantic space?

 Differs – LSA, HAL, COALS

2 0 0 0 0 0 1 2

4 0 0 0 3 1 0 0

0 1 3 0 1 0 1 1

1 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0

0 0 2 0 1 0 1 1

COALS
Word1: 0.7 0.7 1.3 3.1 0.5 1.8 0.2 0.1

Word2: 0.3 0.7 0.7 3.2 1.0 1.0 8.2 2.0

Word3: 7.6 0.7 0.2 0.1 0.2 1.0 7.6 0.6

Word4: 2.9 1.7 0.3 0.8 0.0 1.3 2.2 0.0

Word5: 1.1 0.5 0.3 0.1 1.0 1.0 0.9 0.9

Word6: 0.2 0.0 0.3 0.1 4.2 1.0 0.1 0.3

Corpora

Input matrix
Employed

algorithm Semantic space

The principle:
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Hyperspace-Analogue to Language

 Harris distributional hypothesis

 Terms are similar to the extent to which they share similar 

linguistic contexts

 “red car”, “blue car” “fast car”, “slow car”

 “red paper”, “blue paper”

 Etc..

 COALS ~ HAL with special settings..

 LSA – based on “bag of words principle”
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Sample COALS results:

“red” “wheel”

Neighbor Similarity
yellow 0,71

white 0,68

blue 0,66

pink 0,64

black 0,61

purple 0,61

grey 0,6

green 0,6

coloured 0,58

brown 0,58

Neighbor Similarity
brake 0,55

tyre 0,52

lever 0,48

rim 0,47

cylinder 0,46

roller 0,46

shaft 0,45

chassis 0,45

plate 0,45

screw 0,45

Part of 

car?

Round 

shape?
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How the COALS space was built?

 UKWAC corpora tagged corpora
 Lemmas and tags used

 Sspace package
 COALS alg., default settings, 1/3 of UKWAC used so far

 Morphological restriction
 Similar words – same morphological category

 Low occurring words treated as stopwords

 Metacentrum facilities
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How to use SS for compositionality 

prediction?

 Consider occurrences of alternatives!

 Non-compositional

 “Reinvent wheel” X “Reinvent brake” X “Reinvent tyre”

 “Blue chip” X “Yellow chip” X “White chip”

 Compositional

 “Short distance” X “Long distance” X “Short length”

 However,  how to transform occurrences to the 

compositionality measure?
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“Blue chip”

Compound # Compound #

blue chip 1299

blue poker 5 yellow chip 1

blue holdem 0 pink chip 0

blue stud 3 white chip 7

blue casino 0 red chip 11

blue texas 0 purple chip 1

blue strip 15 coloured chip 3

blue clay 13 black chip 1

blue tournament 0 green chip 5

blue card 52 grey chip 1

blue dice 0 pale chip 0
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“Short distance”

Alternative # Alternative #

short distance 3125

short length 453 long distance 3725

short mile 6 brief distance 2

short radius 14 lengthy distance 7

short height 7 extended distance 18

short km 0 straight distance 4

short angle 4 quick distance 1

short walk 2950 introductory distance 0

short kilometre 0 quiet distance 0

short velocity 0 narrow distance 0

short speed 10 slow distance 6
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What is the right model?

 How many neighbors to use?
 2, 10, 20?

 Depends on compound type?

 How to weight neighbors?
 Closer neighbors – higher significance?

 How to weight counts?
 Use log?

 Use both words in compounds?
 Or use just the “head” one?

Answer:  use the 

training data”

How again :-)?
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Alternatives to my approach

 Use Wordnet

 Could be used very similarly

 But: 

 Manually constructed

 No “part of” relations and other ones?

 Synsets – often phrases

 Comparison of distributions (part X whole)

 Distribution of “red tape” X “tape”

 Distribution of “student learn” X “student”

 But:

 Seems to be useful for “EN_ADJ_NN “ type only

After 

“student” 

verbs are 

expected
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Conclusion

 The approach is transparent and might work well!

 Work done:

 Create semantic space

 Find similar words and built alternative compounds

 Count occurrences of compounds

 Work to be done:

 Create the right scoring model ? How to use training data

 Build semantic space from the whole UKWAC corpora

 Test and evaluate
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